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Motivation 
•  Residential networks are widespread 

•  Differ from campus and enterprise networks 
•  Not as well studied 
•  No acceptable-use policies 

•  Focus 
•  DSL customer sessions 
•  Applications 
•  HTTP 
•  Performance characteristics 
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Data Sets 
•  Large European ISP (>10 million customers) 

•  Anonymized packet-level traces 
•  20,000 DSL users 
•  Covering a single urban region 
•  Full traces for an extended period of time 

•  E.g. two months 
•  Continuous monitoring 
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DSL Sessions 

Sessions were surprisingly short (20-30 min) 
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DSL Sessions 
•  New IP every session 
•  No timeout 
•  No traffic shaping 
•  High churn 

•  50% of addresses assigned twice in a 24 hour period 
•  Most sessions terminated by user 
•  5% more than 10 reassignments per day 

•  40% are always online 
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DSL Sessions 

UserRequest
81.5%

SessionTimeout 7.2%

PortError 7.7%

Other 1.9%
IdleTimeout 1.7%

Figure 2: DSL (Radius) session termination causes distribution
for sessions lasting longer than 5 minutes.
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Figure 3: Relative number of concurrent DSL lines across time
for one 24h weekday period of dataset TEN. Note the base-line.

Red outbreak and found that for larger timescales (days to weeks),
IP addresses cannot be used as reliable host identifiers due to IP
reassignment [35]; they did not examine timescales below several
hours. Xie et al. observed some highly volatile dynamic IP address
ranges, which they attributed mainly to dial-up hosts [54].
Thus, we expected to find typical session lengths of several

hours. However, we find instead that many are quite short. We
base our analysis on Radius [43] logs, which many European ISPs
use for authentication and IP address leasing. Radius supports two
timeouts, SessionTimeout and IdleTimeout, though the monitored
ISP only makes use of the first. SessionTimeout performs a role
similar to the DHCP lease time, limiting the maximum lifetime of
a session. The ISP sets it to 24 hr (a popular choice among Euro-
pean ISPs [52, 37]). DSL home routers generally offer an option to
reconnect immediately after a session expires. However, in contrast
to DHCP, Radius does not provide an option to request a particular
IP address (e.g., the previously used IP address), and the ISP allows
addresses to change across sessions.
We analyzed the DSL session duration of the Radius logs, ex-

cluding sessions lasting under 5 minutes. Surprisingly, we find that
sessions are quite short, with a median duration of only 20–30 min-
utes. Figure 1 shows the distribution of DSL session durations for
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Figure 4: Bandwidth usage of all DSL lines across time (1min
bins).

those longer than 5 minutes, computed over all sessions, along with
the distribution of the median session duration computed per DSL
line. The data exhibits two strong modes around 20–30 minutes
and 24 hr (the maximum duration given the Radius setup), parti-
tioning the DSL lines in two large groups: always-connected lines,
and lines that only connect on demand and disconnect shortly af-
ter. We do not find much in between (lines connected for several
hours). While previous work found short sessions (70% lasting at
most 1 hour) in the context of wireless university networks [30], we
found it striking to discover such short DSL sessions in residential
networks, in violation of our mental model that sessions would be
significantly longer-lived.
To check if there is a significant difference in DSL session du-

rations for P2P users vs. non-P2P users (see Section 4), we parti-
tioned the DSL-lines into two groups. Overall, the characteristics
of the distribution are similar, with two prevalent modes. However,
we find that P2P users tend to have longer session durations and
that a larger fraction of P2P users always remain connected.
To better understand the high prevalence of short sessions, we

examined the Radius termination status in the logs. Radius differ-
entiates between 18 termination causes. Figure 2 shows the distri-
bution of causes for sessions longer than 5minutes. We observe
that more than 80% of sessions are terminated by user request (this
rises to 95% for sessions under 5minutes). Most likely these are
caused by idle timeouts in the DSL modem on the client side.
While most current broadband contracts are flat-rate, in the past
time-based contracts were popular in Europe. Indeed, these latter
are still offered by most European ISPs. Therefore, it is likely that
consumer DSL routers come with a small idle timeout as a fac-
tory default in an effort to aid users in keeping down costs, and we
verified this for several popular home routers. The second most
common termination cause is PortError, which likely results when
users power off their DSL modem as part of powering down their
entire computing setup.
Since many DSL sessions are short and Radius does not preserve

IP address assignments across sessions, we therefore expect (and
find) IP addresses used for multiple DSL lines across each dataset.
During a 24 hr period we find 50% of the IP addresses assigned to
at least 2 distinct DSL lines, and 1–5% to more than 10 DSL lines.
These results underscore the peril involved in using an IP address
as a long-term reliable host identifier.
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Application Usage 
•  Use Bro’s Dynamics Protocol Detection 

•  85% classified, 3.6% on well-known ports 

•  No day of week effects 

•  Port-based detection works well for non-P2P 
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also uses regular expression signatures to winnow down the initial
set of candidate parsers. The Bro distribution includes full DPD
parsers/recognizers for BitTorrent, FTP, HTTP, IRC, POP3, SMTP,
SSH, and SSL. We extended the set of detectors with partial rec-
ognizers for eDonkey and Gnutella (both based on L7-filter signa-
tures [32]), NNTP, RTP, RTSP, SHOUTcast, SOCKS, and Skype.
In the SEP trace we can classify more than 85% of all bytes,

with another 3.6% using well-known ports, as reflected in Figure 5.
We find that HTTP, not P2P, is the most significant protocol, ac-
counting for 57% of residential bytes. We also find that NNTP
contributes a significant amount of volume, nearly 5%. Almost all
of the NNTP bytes arise due to transfers of binary files, with RAR-
archives (application/rar) being among the most common file types,
suggesting that the traffic reflects the equivalent of file-sharing.
We find that P2P applications—BitTorrent, Gnutella, and

eDonkey—contribute < 14% of all bytes, with BitTorrent the most
prevalent, and Gnutella almost non-existent. However, the L7-filter
signatures for eDonkey may be incomplete. We observe a signif-
icant amount of traffic (1.2%) on well-known eDonkey ports that
the classifier fails to detect as eDonkey. The distribution of connec-
tion sizes for this traffic closely matches that for traffic positively
identified as eDonkey (and differs from other applications). If we
presume that this indeed reflects eDonkey traffic, then the overall
share of P2P traffic increases to 17–19%, with eDonkey’s popular-
ity roughly the same as BitTorrent’s. But even if we assume that all
unclassified traffic is P2P, the total P2P share still runs below 25%.
P2P applications could also in principle use HTTP for data

download, thus “hiding” among the bulk of HTTP traffic and in-
creasing the significance of P2P traffic volume. However, our in-
depth analysis of HTTP traffic (Section 5) finds that this is not the
case.
Streaming protocols1 (RTSP, RTMP, SHOUTcast) account for

5% of the traffic in terms of bytes. We identify RTSP and SHOUT-
cast using partial DPD parsers, while we identify RTMP’s based
only on its well-known port. We also find noticeable Voice-over-IP
traffic (Skype [7], RTP), about 1.3% of the total bytes.
In order to increase our confidence in the representativeness of

our application mix results, we analyzed sampled NetFlow data ex-
ported by 10 of the ISP’s routers. This data shows that 50% of
the traffic comes from TCP port 80. We further compared our re-
sults with those from a commercial deep-packet-inspection system
deployed at a different network location, finding a close match.
Our analysis of the other traces confirms the findings outlined

above. In particular the other traces confirm that our results are not
biased by the day-of-week we choose. However, while the HTTP
traffic share in the APR trace is about the same, we find slightly
more unclassified traffic. We note that the overall P2P traffic de-
creases somewhat, and shifts from eDonkey to BitTorrent (now
9.3%). Also the fraction of NNTP traffic decreases. On this day
it only accounted for 2.2% of the traffic. Our hypothesis is that es-
pecially the latter observations reflect day-to-day variations rather
than indications of trends, but we will require longer-time measure-
ments to determine this definitively.
We might expect that application usage differs widely between

users with different access speeds. Figure 6 shows the application
mix seen for different downstream bandwidth rates. Although the
mix does vary, the changes are modest, other than for more P2P
traffic with higher bandwidths, and much higher NNTP prevalence
for the 17000 Kbps class. However, only a small percentage of lines
use NNTP, so its contribution to traffic mix can see more variation
across different types of lines.
1We do not consider video delivery via HTTP as streaming. We
refer to those as progressive HTTP downloads.
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Figure 6: Relative application mix per access bandwidth. Bot-
tom bar is HTTP, top bar unclassified.

However, we do find that lines with higher access bandwidth
have a higher utilization in terms of average volume per line.
Lines in the 3500 and 6500 Kbps categories contribute about twice
as many bytes per line than lines in the 1200 Kbps class, and
17,000 Kbps lines three times more. We also find that general traf-
fic per line is consistent with a heavy-tailed distribution, and the
top 2.5% of lines account for 50% of the traffic.
To see if time-of-day effects influence the application mix, we

examine the application mix per hour, see Figure 7. We would ex-
pect to to observe more bulk downloads and less interactive traffic
during off-hour period, which our data confirms. Night-time traf-
fic includes a larger fraction of P2P traffic, though HTTP remains
dominant during every time slot. Also, we again note high variabil-
ity in NNTP due to the small number of lines using it.
In contemporaneous work Erman et al. [15] studied the applica-

tion mix and HTTP content type of a major US broadband provider
in the context of understanding the potential for forward caching.
They find that HTTP contributes 61% on average and 68% dur-
ing the busy-hour to the traffic volume in the downstream direc-
tion while P2P only contributes 12%. As such, their results are
strikingly similar to our results, strengthening the observation that
HTTP is again on the rise and P2P on the decline.

4.2 Application mix of P2P VS. Non-P2P lines
Next we study if the application usage of those lines that fre-

quently use P2P differs from those that do not. We find that roughly
3% of DSL-lines use P2P protocols and that their traffic contribu-
tion accounts for 30% of overall volume. If a line uses P2P proto-
cols, they usually also account for most of the line’s traffic: 29%
BitTorrent and 17% eDonkey. However, HTTP is still popular and
is responsible for 23% of transferred bytes. We also note that the
fraction of unclassified traffic is higher at 23%, corresponding to
roughly 64% of all unclassified traffic. There is hardly any NNTP
usage, only 0.6% of bytes.
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HTTP is Popular Again! 
•  HTTP – 25% 

•  File hosting – 15% 

•  P2P less than 14% 

•  Unclassified 11% 
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But why is HTTP popular? 
plications only 59% of bytes come downstream, yielding an up-
load/download “share-ratio” of 41/59 ≈ 0.7—still resulting in less
symmetry than seen in the Japanese studies.

5. HTTP USAGE
As HTTP dominates the traffic in our datasets, we now examine

it more closely to characterize its usage. A basic question concerns
what has led to its resurgence in popularity versus P2P traffic, with
two possible reasons being (i) HTTP offers popular high-volume
content, e.g., [8, 42], and/or (ii)HTTP serves as a transport protocol
for other application layer protocols, including possibly P2P [50,
3]. We find that 25% of all HTTP bytes carry Flash Video, and
data exchanged via RAR archives contributes another 14%. Thus,
clearly much of HTTP’s predominance stems from its use in pro-
viding popular, high-volume content. We further find that in terms
of volume, HTTP is not significantly used for tunneling or P2P
downloads.
Many facets of HTTP usage have seen extensive study, as thor-

oughly surveyed by Krishnamurthy and Rexford [31]. Some stud-
ies have focused on understanding user behavior [4, 5, 11], while
others have examined changes in content [53] and the performance
of web caching [1, 5, 16]. Other work has looked at media server
workloads regarding file popularity and temporal properties, such
as in terms of live media streams collected from a large CDN [49],
and file reference characteristics and user behavior of a production
video-on-demand system in large-scale use [55].
More recently, various efforts have aimed at understanding from

passive measurements how the rapid advent of “Web 2.0” appli-
cations has changed HTTP traffic patterns [44], as well as Web-
based applications such as YouTube [20, 57] and online social net-
works [21, 36]. Others have employed active probing to study spe-
cific features of such applications [8].
Sites like alexa.com employ user-installed toolbars to track the

popularity of various Web sites across demographic groups. They
find that google.com, yahoo.com, youtube.com, and facebook.com
currently rank among the most popular sites in terms of number of
visits. In contrast, in this study we analyze popularity in terms of
traffic volume.

5.1 Content Type Distribution
We use Bro’s HTTP analyzer to parse the anonymized HTTP

headers and compute the size of each HTTP request/response pair.
To identify the content types of objects, we both examine the HTTP
Content-Type header and analyze the initial part of the HTTP body
using libmagic. We find more than 1,000 different content-types in
HTTP headers. Surprisingly, the results of these two approaches
often disagree: 43% of all HTTP bytes (28% of requests) exhibit
a mismatch. Some disagreements are minor and easy to resolve.
For example, in the absence of a standardized MIME type repre-
sentation we can find several different strings used for the same
type. We also often see generic use of application/octet-stream as
Content-Type. In other cases, the sub-type differs: for example, the
Content-Type header may specify “image/gif,” while libmagic yields
“image/jpeg”.
When Content-Type and libmagic disagree, we try to identify the

most likely “true” content type by using heuristics. We start by nor-
malizing the content types and giving priority to libmagic for those
content types with well-known formats, e.g., most image and video
types. For other formats, we manually examine the mismatches and
pick the most likely resolution. We report mismatches we could not
resolve as “x/x” in our results, and generic or unidentified content
types, such as application/octet-stream, as “n/n”. All in all, our

video/flv 25.2%
application/rar

14.7%

n/n 12.7%

other 11.7%

image/* 11.5%
video/* 7.6%

text/html 7.2%

x/x 4.9%
text/javascript 2.4%
audio/* 2.2%

Figure 8: Top content-types for HTTP by bytes for trace SEP.

analysis illustrates the need for considerable caution when basing
an assessment of content types solely on the Content-Type header.
Figure 8 shows a pie chart of the distribution of bytes per con-

tent type from the SEP trace. The most common content-type by
volume is Flash Video (video/flv)—the format used by sites such as
youtube.com and many news sites—which contributes 25% of the
bytes. This is followed by the archive format RAR (application/rar),
which accounts for 15% of HTTP traffic.
The unknown or unidentifiable content-types together account

for 18% of the HTTP traffic. We find that a significant portion
of this traffic reflects automated software updates, as 14% of the
unidentifiable bytes come from a single software update site. Im-
age types (GIF, PNG, and JPEG) contribute 11.4% of bytes, while
video types other than Flash account for only 7.6%.
During the night we observe a higher fraction of RAR objects

and unknown objects, while the relative popularity of HTML and
image types decreases. This indicates that the former arise due to
bulk transfers rather than interactive browsing.
The general content-type distribution is essentially unchanged

when considering the APR trace. However, the fraction of non-
Flash Video (video/flv) video content increases (to 9%), while au-
dio content decreases. Moreover, the fraction of unknown content
types from the automated software site falls to 7.5% in APR. We
also confirmed that the presented results are not subject to day-of-
week effects by comparing them with results from WEEK trace.
Drawing upon recent data from a major US broadband provider,

Erman et al. [15] also report similar content type distributions.
They find that video content corresponds to 32% of HTTP traffic,
and compressed file downloads, e.g., RAR, for 16% of traffic.
When separating lines with and without P2P protocol usage, we

find that the content-type distribution for non-P2P lines closely
matches the overall one. However, lines that use P2P have a smaller
fraction of Flash Video (20%) and RAR archives (11%), and a
larger fraction of unidentified content-types (25%) We note that
28% of this unidentified traffic is served from CDNs and 8% from
a Direct Download Provider.

5.2 Distribution Across Domains
Next we examine the distribution across domains, presenting the

results for the SEP trace in Table 4. We base our analysis on ex-
tracting the second-level domain from the HTTP Host header. We
find that the byte distribution per domain fairly closely matches a
Zipf distribution, per Figure 9. The top 15 domains account for
43% of all HTTP bytes. Since Flash Video is the most voluminous
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TCP Settings 
•  TCP misconfigurations are a common source 

of error 
•  Window scaling advertised by 50% 

•  Needed when bandwidth-delay product exceeds 64K 

•  21-39% advertise timestamps 
•  Selective Acknowledgement used by 90% 

•  More efficiently ACKs received data 

•  No Explicit Congestion Notification 
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DSL Latencies 
Local latency dominates (partially due to wireless) 
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Most people don’t use all their bandwidth 
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Figure 11: Fraction of active lines using 50%/10% of their
available upstream/downstream bandwidth at least once per
5 minute bin (smoothed).
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Figure 12: Achieved throughput of flows with size >50 KB by
application protocol.

least one packet, or received at least 5 KB, in each bin. We then
compare these results to the available access bandwidth for each
DSL line, determining how many lines exceeded 10% or 50% of
their bandwidth for at least one second during a given 5 min period.
Figure 11 shows that most lines use only a small fraction of their

bandwidth. Less than a quarter of the active lines exceed 50% of
their bandwidth for even one second over a 5 minute time period.
However, during the day we observe 50–60% of active lines achiev-
ing at least a 10% bandwidth utilization. These results are consis-
tent with findings from Siekkinen et al. [47].
To gauge whether there is a principle network limitation on ob-

tainable performance, we analyzed the achieved throughput per
unidirectional flow, distinguishing flows by their application-layer
protocol. To do so, we constructed the equivalent of NetFlow data
from our packet traces, using an inactivity timeout of 5 sec. Fig-
ure 12 shows the distribution of the achieved throughput for these
flows, given they transfered at least 50 KB. We observe that HTTP
and NNTP achieve throughputs an order of magnitude larger than
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Figure 13: Number of mean parallel flows with size >50 KB
per application protocol and line (in 5 min bins).

those for P2P and unclassified traffic (note the logarithmic scale).
We also find that other DPD-classified traffic, as well as traffic on
well-known ports, achieves throughput similar to that for HTTP
and NNTP. These findings suggest that a portion of unclassified
traffic is likely P2P. For flows with more data (> 500 KB), the dif-
ference in throughput actually increases slightly. Furthermore, we
see that the throughput for all of these larger flows increases as
well.
Some P2P applications open multiple parallel connections in or-

der to download content from several peers at the same time. To
analyze this behavior, we investigated the mean number of paral-
lel flows per application; see Figure 13. The plot confirms that
P2P protocols use more parallel flows than HTTP. However, the
difference is substantially smaller than the difference in achieved
throughput. As such, the upstream capacity of other peers com-
bined with application restrictions effectively throttles P2P trans-
fers. Interestingly, we find that NNTP behaves similar to the P2P
protocols, using a larger number of parallel flows. This is most
likely a result of users using a customized NNTP client for bulk
download, rather than a traditional newsgroup reader.

8. SUMMARY
In this paper we have studied residential broadband Internet traf-

fic using anonymized packet-level traces augmented with DSL ses-
sion information. Our data covers more than 20,000 customers
from a major European ISP. Our initial exploration of the datasets
unearthed a number of surprises that alter some of our mental mod-
els of such traffic.
We started with DSL level characteristics, examining session du-

rations, their termination causes, and the number of concurrent ses-
sions. Session durations are surprisingly short, with a median dura-
tion of only 20–30 minutes, while we would have expected several
hours to days. Our termination cause analysis turned up that most
sessions end due to termination from the user end, which we at-
tribute to default router configurations based on former timed con-
tracts. As a consequence, IP addresses are reassigned frequently,
with up to 4% of addresses assigned more than 10 times a day.
This indicates that the use of IP addresses as host identifiers can
prove quite misleading over fairly short time scales.
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P2P achieved throughput is lower 
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Figure 11: Fraction of active lines using 50%/10% of their
available upstream/downstream bandwidth at least once per
5 minute bin (smoothed).
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Figure 12: Achieved throughput of flows with size >50 KB by
application protocol.

least one packet, or received at least 5 KB, in each bin. We then
compare these results to the available access bandwidth for each
DSL line, determining how many lines exceeded 10% or 50% of
their bandwidth for at least one second during a given 5 min period.
Figure 11 shows that most lines use only a small fraction of their

bandwidth. Less than a quarter of the active lines exceed 50% of
their bandwidth for even one second over a 5 minute time period.
However, during the day we observe 50–60% of active lines achiev-
ing at least a 10% bandwidth utilization. These results are consis-
tent with findings from Siekkinen et al. [47].
To gauge whether there is a principle network limitation on ob-

tainable performance, we analyzed the achieved throughput per
unidirectional flow, distinguishing flows by their application-layer
protocol. To do so, we constructed the equivalent of NetFlow data
from our packet traces, using an inactivity timeout of 5 sec. Fig-
ure 12 shows the distribution of the achieved throughput for these
flows, given they transfered at least 50 KB. We observe that HTTP
and NNTP achieve throughputs an order of magnitude larger than
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Figure 13: Number of mean parallel flows with size >50 KB
per application protocol and line (in 5 min bins).

those for P2P and unclassified traffic (note the logarithmic scale).
We also find that other DPD-classified traffic, as well as traffic on
well-known ports, achieves throughput similar to that for HTTP
and NNTP. These findings suggest that a portion of unclassified
traffic is likely P2P. For flows with more data (> 500 KB), the dif-
ference in throughput actually increases slightly. Furthermore, we
see that the throughput for all of these larger flows increases as
well.
Some P2P applications open multiple parallel connections in or-

der to download content from several peers at the same time. To
analyze this behavior, we investigated the mean number of paral-
lel flows per application; see Figure 13. The plot confirms that
P2P protocols use more parallel flows than HTTP. However, the
difference is substantially smaller than the difference in achieved
throughput. As such, the upstream capacity of other peers com-
bined with application restrictions effectively throttles P2P trans-
fers. Interestingly, we find that NNTP behaves similar to the P2P
protocols, using a larger number of parallel flows. This is most
likely a result of users using a customized NNTP client for bulk
download, rather than a traditional newsgroup reader.

8. SUMMARY
In this paper we have studied residential broadband Internet traf-

fic using anonymized packet-level traces augmented with DSL ses-
sion information. Our data covers more than 20,000 customers
from a major European ISP. Our initial exploration of the datasets
unearthed a number of surprises that alter some of our mental mod-
els of such traffic.
We started with DSL level characteristics, examining session du-

rations, their termination causes, and the number of concurrent ses-
sions. Session durations are surprisingly short, with a median dura-
tion of only 20–30 minutes, while we would have expected several
hours to days. Our termination cause analysis turned up that most
sessions end due to termination from the user end, which we at-
tribute to default router configurations based on former timed con-
tracts. As a consequence, IP addresses are reassigned frequently,
with up to 4% of addresses assigned more than 10 times a day.
This indicates that the use of IP addresses as host identifiers can
prove quite misleading over fairly short time scales.
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Questions 
•  Only DSL customers (but DSL dominates in 

Europe) 
•  How accurate is this for overall P2P usage? 

•  Nothing on change in application usage over 
time 

•  What is the cost of P2P traffic vs. HTTP traffic 
for the ISP?  


