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Abstract

Complex distributed collaborative applications have rich computational and commu-
nication needs that cannot easily be met by the currently available web based software
infrastructure. In this position paper, we claim that to address the needs of such highly
demanding applications, it is necessary to develop an integrated framework that both
supports high performance executions via distributed objects and makes use of agent
based computations to address dynamic application behavior, mobility, and security needs.
Specifically, we claim that based on application needs and resource availability, it should
be possible for an application to switch at runtime between the remote invocation and
evaluation mechanisms of the object and agent technologies being employed. To support
such dynamically configurable applications, we identify several issues that arise for the
required integrated object-agent system. These include: (1) system support for agent and
object executions and (2) the efficient execution of agents and high performance object
implementations using performance techniques like caching, replication, and fragmenta-
tion of the state being accessed and manipulated. We are currently developing a system
supporting high end and scalable, collaborative applications.

1 Introduction

Over the last few years, the World-wide Web has emerged as a popular vehicle for developing
distributed collaborative applications. For example, a Web browser enhanced with support for
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Java applets and Java remote method invocation (RMI) can be used to structure an application
where many nodes can perform local computations and cooperate by invoking remote object
methods. Although this approach is viable for applications that have limited computational and
communication needs, new application are emerging that allow widely distributed users to share
rich 3D environments (e.g., complex shared visualizations[2], VR based distributed games|[3],
etc.). To meet the requirements of such applications, it is necessary to provide support for
their efficient execution and for low latency access to state shared by distributed application
components.

We posit that object and agent technologies should be integrated in future middleware not
only because this will result in a single programming model for application developers but
more importantly, because these technologies provide complementary functionalities. Namely,
distributed objects can offer high performance across wired platforms, using their invocation
mechanisms for shipping data to remote nodes, assuming those platforms are able to run their
compiled code. Agents, on the other hand, facilitate the use of a wide variety of platforms in
both connected and disconnected operation, using their remote evaluation mechanisms via code
shipped to those platforms and interpreted on them. Clearly, an agent running interpreted code
cannot be assumed to carry out tasks with the same performance as a compiled object.

In this position paper, we propose a framework that can meet the quality-of-service (QoS)
requirements of resource intensive and dynamic collaborative applications. Such a framework
must include the following support:

o Morphing objects/agents into agents/objects — the remote evaluation mechanism that al-
lows a node A to ship code to another node B (via Java applets or the more general agent
paradigm) is valuable in dealing with the mobile and highly dynamic nature of application
interactions. However, if significant computation needs to be performed (e.g., to generate
a complex visualization or mine interesting data), interpretive execution of the agent code
at node B may be inefficient. Thus, it is necessary to develop techniques that provide more
efficient ways of code execution than what are currently available. Object representations
of such code, when possible, could be one technique for improving execution performance.
In addition, execution performance can be enhanced by combining into a single agent the
executions of multiple, cooperating agents that have common computations (e.g., min-
ing the same source of data or performing multiple operations on such data). Thus, a
flexible framework must include support for both object and agent based executions and
mechanisms for switching from one to the other as application requirements and available
resources in the system change.

o [lexible sharing of state — the agent/object infrastructure addresses the problem of how
the code of applications structured using objects and agents be executed flexibly. Once
mechanisms are in place to allow an application’s code to be executed as an object or agent
at a node, the system must make the state accessed by the code available at that node.
Furthermore, in a complex distributed collaborative application, the same state could
be accessed and shared among multiple application components executing at different
nodes. Therefore, to support the full flexibility offered by the integrated object and agent
mechanisms, a state sharing system has to be developed. Such a system can employ a



variety of techniques that include replication, fragmentation and caching of the shared state
that is accessed by object and agent computations. Moreover, for such shared state, the
object and agent computations must be able to express constraints concerning the manner
in which this state is used in order to meet the service guarantees made to applications.

o Runtime configuration via events and attributes — the runtime management of mixed agent
and object based implementations of dynamic distributed applications requires the avail-
ability of light-weight mechanisms that can aid in reconfiguring these implementations.
Toward this end, we propose the use of distributed events which can monitor application
behaviors and enact changes, by activating configuration services that perform tasks like
object adaptation and agent composition. Configuration services rely on support which
allows objects and agents to be configured via "hooks’ into their implementations, called at-
tributes. Attributes express selected implementation detail and associated resource needs.
Resource management services may be attached to such attributes by being encapsulated
in configuration objects, which may be invoked synchronously with accesses to objects
or agents, or as stated earlier, their execution may be triggered by events in response
to external factors or to changes in object, agent, or execution platform state. Thus,
events and attributes will allow us to adapt the dynamically changing resource needs of
the applications.

The remainder of this position paper first outlines the infrastructure and the required run-
time support and compilation techniques to support the development of applications using both
object- and agent-based paradigms through a single API (see Section 2). In Section 3, it de-
scribes the representation, access and manipulation facilities that need to be provided to enable
flexible information sharing between multiple program components. Thus, the paper documents
our approach and ideas in developing a flexible system that can provide the infrastructure for
high-end collaborative applications. Integration of the framework with the Web, application de-
velopment, and evaluation will be topics of future papers. We present a brief description of the
system being developed by us in Section 4. The relevant related work is described in Section 5.
Conclusions and future directions appear in Section 6.

2 Infrastructure for Object and Agent Executions

Our research is exploring the integration of object and agent technologies, with the intent of
leveraging the ubiquitous nature of agent-based computations while also being able to utilize
the potentially high performance of object-based systems for complex, distributed, collabora-
tions. Both methods of computation will be made available to end users by providing a single
API, which therefore, will have to be “rich” enough to capture the various interfaces (call-
ing sequences) required for both object invocation and agent execution. In addition, this API
will also be used by online algorithms that undertake performance configuration and resource
management tasks.

The integration of object and agent implementations will be achieved with a repository
mechanism. The repository will contain (1) the actual code for the objects/agents used by
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applications and (2) information about currently existing objects and agents, enhanced with
information about their alternative implementation. The same repository can be shared by
multiple applications. Each repository will perform all necessary bookkeeping like registering
new objects/agents, updating existing object/agent information, etc. Since multiple applications
can use the same repository, the service request level at a repository can get very high, or the
‘distances’ between applications and repositories may become too large. In such cases, the
configuration service keeping track of the request level may decide to clone and generate a new
repository instance, and hand over the responsibilities for certain requests to the new repository.
Such multiple repositories will interact because there will be a certain amount of overlap between
the information they contain.

Each repository’s API consists of two access windows: (1) an information window and (2)
an tmplementation window. The information window lists all of its available objects and agents,
the required calling sequences associated with them, status flags for their code(s), the associated
composition descriptors (defined below), and other relevant information. The status flag for an
agent/object entry in the repository contains information about whether its code is compiled
or not and if so, for what architecture, or whether it is bytecode (e.g., generated by a Java
compiler), or whether it is code written in a high-level language code (e.g., C, C++). Other
information recorded for an object/agent may include the location (another repository) of an
alternative implementation of the same object/agent which is highly optimized hence executes
faster. Depending on QoS requirements, the configuration layer may choose to employ the
services of the more optimized version of the object/agent implementation.

The implementation window provides a number of services. Its primary service is access to
the object or agent code. In addition, it provides the interfaces for the composition of simple
agents into more powerful ones. Agent composition is performed using a compiler, which is
started by the repository when necessary.

Another feature of this integrated technology is the flexibility with which agents can be
used as objects. Agents by nature are mobile. They move (user controlled) from site to site
performing some specific computation. In our environment, depending on requirements, we will
sometimes compile the agent code (usually written in some high-level or interpreted language)
into machine specific code. Once such an architecture specific compilation has been performed
for a particular agent instance, the instance loses its mobility and becomes equivalent to an
object which provides the same functionality as the agent.

For ease of mobility between various architectures, most agents are written in interpreted
languages (like Java, T'cl/Tk). Interpreted code runs up to 100 of times [17] slower than regular
compiled code. To overcome the inefficiency of interpretation, just-in-time compilation sys-
tems [21, 15] have been proposed. Just-in-time (JIT) compilers generate native code on demand
at runtime. Naturally, to keep the compilation time to a minimum, aggressive optimizations
have to be avoided. Hence, if the agent is computationally intensive, JIT compilers do not help.
In our approach, for computationally intensive agents, we will use either of the following two
choices, depending on the agent code’s representation: (1) if the agent is available in bytecode,
we will use a bytecode compiler, to generate the efficient native code, or (2) if the agent is
available in a high-level language like C/C++, we will use the native compiler for the machine
where the agent will be executing.



2.1 Composition: A Mechanism for Generating Powerful Agents

Configuration techniques need to be developed for agents to address their potential lack of
performance. Associated with each agent is a type of configuration object, called a composition
descriptor, which is used to fuse smaller agents to generate large powerful agents. We can think
of agents as specialized filters!, thus allowing us to use novel compiler optimization techniques
like filter fusion [7] to glue agents together. The agent composition compilers are part of the
object /agent repository. Distributed events are used to recognize the simultaneous use of multiple
agents to carry out a task, hence being prime candidates for fusion. A sample scenario in which
such an action is highly useful is one in which several agents have found’ a profitable source of
information (e.g., a relevant sensor device) and are 'mining’ it for future or remote use. In such
cases, rather than continuing to use potentially inefficient agent realizations, a single, efficient
new agent or even an object (using compilation in place or using a remote object repository)
may be used to replace the ongoing inefficient cooperation between the multiple agents.

An agent composition compiler takes multiple agents as input and generates a single efficient
agent. The composition descriptor associated with each agent is utilized by the composition
compiler in its effort to glue the various input agents together. Various interesting issues being
explored by us in building composition compilers are:

e Aggressive inter-agent analysis (this is like interprocedural analysis) will be performed to
generate an efficient agent from multiple ones.

e Instead of spending substantial time doing inter-agent analysis, the compiler may decide
to do minimum fusion between the agent codes, but make the various agents share certain
large data-structures.

e How aggressively (if at all) can we compose agents written in different languages? In such
cases, depending on the usage pattern, we may have to just connect the output of one
agent to the input of another.

Most of the techniques that will be explored can be driven based on QoS requirements.
We will also investigate techniques for the efficient migration of agents across heterogeneous
platforms. For example, the amount of state being migrated can be controlled by the agent via
stated QoS parameters (discussed next). Additionally, we will explore how compiler generated
code can be used to efficiently capture execution state image when an agent needs to migrate.

3 Shared State

The object/agent infrastructure allows applications to be structured as collections of objects and
agents. The execution of object methods requires access to the state of the object. Similarly,
agent code needs to migrate to nodes where state accessed by them is available. Thus, the

!Filters are data manipulation abstractions which read data from a single source and write data to a single
destination.



flexibility with which agent and object executions can be scheduled depends on where the
state accessed by them can be made available efficiently. In this section, we argue that a
state sharing system, coupled with the object/agent execution infrastructure, can provide rich
resource management policies for executing highly dynamic applications.

The programming and execution performance of interactive applications could depend sig-
nificantly on the interfaces provided for sharing state across application components and the
implementations that enable the sharing. The problem of state sharing is to make available the
state when and where it is accessed with minimum possible access latency and overhead. This
problem is complicated by the fact that shared state gets updated at unpredictable times and
future accesses at nodes cannot always be known in advance. For example, in a distributed game
scenario, a node needs to access the state of an object only when the object is in its vicinity,
and the accuracy requirements for the object’s state also depend on the level of engagement.

Distributed and parallel computations can access shared state by using techniques that range
from distributed shared memory to distributed objects. However, to obtain the desired perfor-
mance guarantees for such accesses, the underlying system cannot simply react to the read and
write requests when they are issued. We claim that applications must be able to communicate
their requirements to the system which can exploit them to optimize its implementations. Our
system will provide a QoS based API that can be used by applications to communicate their
state sharing needs to the system when the application computations are structured using agents
and objects. We are also investigating the associated configuration and resource management
issues. Such issues include what fragments or copies of shared state should be stored at var-
ious nodes, their access methods (e.g., remote invocation via objects or by an agent) and the
associated consistency protocols when shared state is modified.

3.1 A QoS API for Accessing Shared State

Sharing requirements can be characterized by a number of different parameters. Access response
time and level of availability are two parameters that have been used in the past. We are explor-
ing new and novel QoS parameters for information sharing in the object and agent environment.
For example, to meet response time or availability requirements, it may be necessary to repli-
cate and cache the objects that encapsulate shared state at multiple nodes. This introduces the
problem of consistency, and the level of consistency is a QoS parameter that can be specified by
the application. For example, in a distributed game, the distance between two objects can be
converted into meaningful levels of consistency[3] for the copies of these objects. In the agent
model of computation, a migrating agent carries its execution state with it. The amount of state
that is carried by it can be controlled by QoS parameters such as MUST and MAY. Data that
has the attribute MUST has to be moved as part of the migrating agent. On the other hand, if
it is marked MAY, then the data may be moved depending on resource availability. If the data
is not moved, the program will still execute correctly, though it might have to regenerate the

MAY data.

We are developing an API that will allow applications to specify their sharing needs via QoS
parameters. An analysis of the information access requirements for collaborative applications



will help us define a concrete set of parameters and the calls that are used to specify them.
Such parameters can be specified either when an object that encapsulates the state is created
or when it is accessed. The level of availability for an object is naturally specified when the
object is created. On the other hand, sometimes the consistency level of an accessed copy can
be specified only when the object is invoked. Certain QoS parameters also need to be specified
across a set of objects. For example, in addition to intra-object consistency, an application may
also need consistency across a set of related objects that appear in a single visualization at the
screens of multiple participants. Finally, since application needs can change dynamically, the
API must allow applications to upgrade or downgrade their QoS requirements.

Although QoS can be specified for object invocations (e.g., BBN object QoS [9]), we define
QoS at the level of state accessed by such invocations for two reasons. First, execution of
the invocations is enabled by access to the state of the invoked objects and in distributed
environments, invocation performance could greatly depend on the cost of accessing shared
state. If access to state can be provided at the required level of performance, the object/agent
mechanisms and the repository will allow us to schedule the computation’s execution at one or
more nodes. Second, information that is meaningful at this level (e.g., executing my request
with a copy that may not have the latest updates is acceptable) is not easy to provide at a
higher level but could have a significant impact on the resource usage in the system.

3.2 Configuration and Resource Management for Shared State QoS

The configuration and resource management issues for shared state QoS include where the
shared state should be kept, how it is accessed, and how and when changes to the state made
at one node are propagated to other nodes. To avoid high latency and communication costs
and to exploit locality, multiple copies of shared state or its fragments need to be created at or
close to nodes where it is frequently accessed. Our goal is to develop configuration and resource
management algorithms, which take QoS requirements of a dynamic set of users and do the
following:

1. Access Methods and Replica/Fragment Management: The state shared by applica-
tion components must be stored at one or more nodes in a distributed system. The nodes where
copies of such state need to be stored depends on the access patterns and locality of access.
We will support both object and agent styles of access to shared state. In the former, the code
that reads/writes the state is part of a local applications whereas in the agent style, remote
nodes can ship code that accesses the state available at a node. The placement of copies or
fragments of the shared state will depend on QoS needs. For example, if average response time
(e.g., access time for most accesses) should be independent of the communication latency, a local
copy can be created if permitted. However, creation of a large number of copies could increase
the latency of certain consistency operations (e.g., update of all copies on a write). Thus, the
problem is to determine the number and placement of copies while taking into account the QoS
access parameters. The nodes that have copies can change as access patterns change.

2. Maintaining Consistency: Multiple copies of shared state that arise from replication,
caching, and fragmentation need to be kept consistent. In particular, when a certain node up-



dates such state, the effects of the update must be propagated to other nodes that access the
state. Consistency models define the order in which updates can be viewed by nodes that access
the shared state. The cost of maintaining consistency very much depends on the level of con-
sistency required. We have explored several levels of consistency and their dynamic adaptation
as application needs change. For example, in the simulation application, consistency level for
the state of distant objects can be weaker. One based on causality in distributed system, can
guarantee that the order in which updates are seen is consistent with the causal order. However,
the effects could lag the actual occurrence of the updates because they can be propagated asyn-
chronously. This can improve performance because updates can be batched and piggybacked
on other messages. Synchronous updates to copies may be necessary at nodes that are in the
immediate proximity of an object. This can be provided by employing a strong consistency
protocol. Thus, multiple consistency levels, strong for objects copies that are in close proximity
and causal consistency (or other forms of consistency) for distant objects can be used based on
different QoS needs of different nodes.

Our work will explore multiple levels of consistency and how the consistency level associ-
ated with certain shared state can be changed in response to changed QoS requirements of
the applications. The consistency levels will range from the traditional strong consistency to
ones that exploit temporal and spatial requirements of applications. We are developing novel
implementations of such consistency levels which will have the following properties:

1. We address a dynamic environment where copies of shared state can be created and deleted
dynamically. We will develop light-weight protocols for creating and deleting copies. Cur-
rently existing protocols for such operations are expensive because they synchronously
force all nodes to become aware of the membership change.

2. We support multiple access methods. For example, shared state can be read and pro-
cessed by locally available native code or a remote node can send an agent to access the
information. Depending on QoS needs and available resources, we can choose between the
different access methods.

3. We develop consistency protocols that can use both push and pull based techniques for
disseminating updates to shared state. In a push scheme, the node where an update is
done is responsible for sending the updated state to other interested nodes. A pull scheme
allows a node to fetch a consistent copy of such state when it needs it. These two schemes
allow general resource management algorithms to be implemented when push can be done
to nodes that frequently access the shared state and others can pull it on demand.

4. The access and consistency protocols need to move updated state as well as other control
messages over the network. Thus, it is necessary that the communication system also
provides a QoS interface which can be used to reserve sufficient communication resources
or even configure them to meet the shared state QQoS. We will couple our shared state
protocols with network and processor QoS interfaces and configuration mechanisms.

The configuration and resource management problems can be viewed as a mapping problem
from QoS parameter values to appropriate placement, fragmentation, access, and consistency



protocols. We will implement a library of such protocols and experimentally evaluate the QoS
that can be supported by them when shared state is accessed at a set of nodes.

The proposed QoS formulations and techniques address a key requirement of large-scale
distributed collaborative systems: consistency of state shared by its entities expressed at a
level meaningful to applications, formulated in terms of application semantics. The runtime
use of these formulations will permit configuration algorithms to exploit resource tradeoffs in
the implementations of object and agent based applications containing mixes of computationally
intensive, interactive, real-time, and simulation components: (1) shared objects used by multiple
interactive components, such as collaborating end users or real-time image streams accessed by
battlefield displays, and (2) shared objects that maintain state of multiple federated simulations.

3.3 Distributed Events: Analysis and Transport

Events have been receiving renewed attention in the OS community as a useful structuring
mechanism for distributed and parallel systems. Event services also form the basis of novel
architectures for large-scale interactive systems now being developed in research and even in
industry environments (e.g., CORBA events and IBM’s Event Reaction Architecture at TJ
Watson Laboratories). Clearly, for our effort, it is critical that we efficiently collect and transport
events from their sources (e.g., from the machine on which two agents are jointly accessing and
processing data from a single, shared source) to their destinations (e.g., to the configuration
manager that realizes the composibility of both agents, then uses a nearby repository to do
s0), analyzing them ‘on their way’, at their destinations, or both. In addition, such distributed
event services must interact cleanly with events captured from lower-level system components.
For instance, when a failed QoS requirement is detected by a low-level communication protocol,
then such a ‘local” event must give rise to a transportable, globally meaningful event that may
result in QoS renegotiation, changes in resources, or adaptations of software components.

Our system design (1) allows applications to attach ‘actions’ to low-level events, such as ‘QoS
requirement not met’, then (2) can reflect such local events to higher level handlers (essentially
an object-oriented version of upcalls), which in turn (3) can formulate globally meaningful events
and deliver them to their intended (and dynamically varying) sources. Given these needs, we
will develop a configurable and efficient user-level event services library. This library will be
efficient in that it is layered on network transport services, rather than on remote invocations
as is the case for most CORBA event implementations. It will be configurable in its use of
multiple underlying transport services, depending on network connectivity, and in its ability to
associate event analyses with their transport. One such analysis is described in [20], where the
purpose of analysis is online hazard detection. A similar constraint-based approach can be used
to generate and perform event analysis for the large-scale distributed applications.



4 System Development and Status

We have started development of a system that will support the integrated agent—object frame-
work with the QoS based state sharing and distributed event systems. First, an IDL/C/C++
object environment is being developed with configurable remote invocation support. Object in-
vocations will have associated attributes that can specify resource needs or express configuration
actions to meet higher level QoS specifications. These attributes will be used to control invoca-
tion behavior and choose appropriate communication facilities, or configure them, at any time
during a program’s execution. Attributes may be used explicitly or via configuration objects
offering higher level and QoS-based interfaces to programs.

Second, a distributed event handling facility is being put in place, with some of its mecha-
nisms leveraging our considerable prior work in online program monitoring[22] and in lightweight
data transfer mechanisms for dynamic, distributed applications[23]. Third, we are currently de-
veloping the repository mechanism which allows for the storage of both agents and objects.
Agents can be written in both interpreted languages like Java, and in non-interpreted languages
like C/C++. For our preliminary version, the repository itself is being developed in Java. At
the time we were writing this paper, we were adding mechanisms to the repository that can be
used to register and store agent code. When an agent is registered at a repository, the interface
definition (calling sequence) has to be supplied and this is stored in the information window
and the actual code is stored in the implementation window. The repository provides access
mechanism that can be used to “pick up” copies of the residing agents. During the time of the
workshop we will have a completed preliminary system with a datamining application developed
based on the infrastructure provided by the system.

5 Related Work

Recent work in distributed object technology has led to the CORBA and OLE/ActiveX ar-
chitectures and their implementations are being addressed in projects like Electra [11], BBN
Corbus [10], and by CORBA-compliant systems from industrial vendors. Similarly, Java or
Tcl-based agent technologies are being explored by Agent Tecl [12], Tocoma [13] and Rover [5]
projects. Qur research will advance such technologies along several dimensions. First, our in-
tegrated investigation of agent and object technologies is unique. We will explore how one
technology can complement the other one (e.g., the use of agents while a platform is running in
disconnected mode, following by the use of an object-like entity when that platform is wired).
Second, for improved performance, we will explore the execution of agents with native code.
Systems such as Emerald [14] have explored native code mobility but this work does not ex-
ploit compiler technology to improve agent execution performance. Third, we will explore how
the implementations of objects and agents can adapt to changing application requirements.
Fourth and perhaps most importantly, we will not simply develop innovative technology, but
will understand and evaluate its deployment for realistic, large scale applications.

Interpreted languages like Java or T'cl provide a solution to the design of safe agent computa-
tions. The tradeoff of using interpreted languages to build agent-type computation is efficiency;
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interpreted code executes hundreds of times slower than compiled code. Recognizing this fact,
novel compiling techniques, like JIT [21, 15], bytecode compilation [16, 19, 17] and a combina-
tion of JIT and offline compilation [18] have been pursued. Our work will utilize and extend
the existing technology. We will allow agents to be developed in both interpreted languages
and high-level programming languages like C/C++. When agents are developed in interpreted
languages we can utilize some of the novel compiling techniques but otherwise they are not
applicable in our case. The major thrust of our compiler work will be in the area of agent
composition i.e. building larger, powerful agents from smaller ones. This will require indepth
inter-procedural analysis [1] of the agent code (bytecode or C/C++4).

Distributed object and file systems that encapsulate shared information have been investi-
gated in many contexts. Although systems like the BBN ‘Quality of Service for Objects’ have
identified QoS [9] parameters for object invocations, we will explore (1) resource management
policies for replication, (2) multiple levels of consistency among interacting objects that can be
dynamically adapted, and (3) the joint use of object and agent technologies to meet application
QoS needs. Multiple levels of consistency and their implementations have been explored in
several systems for replicated data. For example, the Coda and Ficus systems, motivated by
mobility concerns, have developed techniques that allow locally existing copies to be read and
written. Such writes can lead to concurrent updates and their resolution has been explored by
these systems. Systems like Bayou make aggressive use of replication and provide multiple levels
of consistency (via the different session guarantees). Our work will benefit from past systems like
Coda [6], Ficus [4], and Bayou [§8], but in contrast to such work, we will explore the formulation
and then the mapping of higher level QoS requirements to the lower-level algorithms that have
been developed by these systems.

We are exploring collaborative applications based on distributed immersive environments for
simulations, including notions of different ‘levels of detail’ and about physical or logical ’dis-
tance’ from objects. For instance, for a shared ’target’ object in a simulation, it is meaningful
for end users to define multiple levels of detail at which such an object may be perceived. Each
such level of detail may be directly mapped to a level of consistency supplied by the under-
lying software/communication infrastructure. In addition, there are meaningful formulations
of ’distance’ among objects that affect their visibility (ie., their consistency). For instance, in
collaborative or immersive environments, two end users manipulating entities in a shared world
may not need to see each others’ manipulations when they cannot possible interact. Note that
these issues are not already addressed by past work on distributed shared memory and object,
with DSM work typically derived from hardware-near consistency formulations and distributed
object work offering primarily technical solutions, but not policies, for such problems. Technical
solutions we have been involved with or are aware of include object replication, caching, and
fragmentation and of course, for DSM include various formulations and implementations of data
consistency.
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6 Conclusions

We believe that future distributed systems’ software infrastructures will have to support high-end
collaborative applications that will have significant computational and communication resource
needs. This trend is already evident from current linkages between different data CAVEs at
the National Laboratories and from national efforts addressing metacomputing environments.
We have outlined an integrated agent—object middleware that can be coupled with existing in-
frastructures like the Web to meet the needs of such applications. Three key aspects of such
middleware include (1) an integrated object-agent system for flexible and efficient executions
of computations, (2) the efficient sharing of state between such computations using alternative
representations of shared state and dynamic mechanisms for changing those representations, and
(3) support for dynamic system configuration, consisting of object/agent repositories, configura-
tion objects, composition descriptors, and attributes, lightweight notions and implementations
of distributed events, and QoS management permitting online decision making and enactment.

Several components of the proposed system are already in place. For example, we have
developed a repository for agent/object executions. Also, we have built a shared state system
that provides multiple levels of consistency and evaluated its performance for various workloads.
Similarly, reconfigurable objects via attributes and configuration objects have already been
developed in our previous work, built on data and event transports. Last, we have already
developed several collaborative applications and are in the process of integrating them with
the object systems proposed in this paper. Our future work will integrate these systems and
make them accessible from the Web to build large scale collaborative applications that share
rich visualizations. We will then be able to evaluate the benefits offered by the combined agent—
object execution mechanisms and the shared state policies developed by us.
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